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I. INTRODUCTION

In the era of such massive volumes of proteomic data,
enabled by advanced in technologies like high-throughput
sequencing, efficient computational methods are needed to
make sense of trends and patterns in proteomic datasets that
could have significant implications for biological and medical
research. One such technique that can be implemented with
computational solutions is a standardized representation of
amino acid sequences that can enable efficient comparison
between and classification of studied amino acid sequences.

In the field of chemoinformatics, “fingerprinting” tech-
niques have been developed to represent simple to complex
organic molecules with computationally understandable rep-
resentations. Such representations include SMILES, a linear
string-based representation system encoding atoms, bonds, and
some chemical substructures [1], and more recent systems
that have developed bit-vector encodings of more complex
chemical composition and structure (e.g. MACCS, PubChem,
and BCI). However, these methods are restricted to atomic-
level molecular representations, and there is a general lack
in comparable methods for representing amino acid sequences
other than the sequences themselves. Peptide mass fingerprint-
ing is a technique that uses mass spectrometry data from the
analysis of subdivided amino acid sequences, using generated
mass spectra to construct fingerprint representations of full
sequences. However, this method relies on empirical MS data
and comparisons against existing spectral datasets, and the
analysis of novel sequences would involve MS experimenta-
tion on them to establish a reliable MS spectrum profile.

This project proposes the use of topic modeling to gener-
ate fixed-size and standardized fingerprint representations of
amino acid sequences and presents the results of preliminary
analysis of such a method by applying topic modeling to
a dataset of enzyme amino acid sequences and comparing
resulting fingerprints in selected Enzyme Commission (EC)
taxa. Topic modeling refers to a set of approaches common in
the text mining field that seek to classify lexical components of
a corpus of documents into semantically significant groups (or
“topics”). Blei notes the extra-linguistic applications of such
methods, citing uses in genetic, image, and social network
datasets [2]. Schneider et al. demonstrate how topic modeling

can be applied to small (non-peptide) organic molecules by
analyzing patterns in chemical substructures [3]. The linguistic
intent of such approaches is to discover connections between
words that compose documents in a corpus. In addition,
many topic model implementations are able to, after training,
consider some novel document and provide a profile of the
document by estimating the prevalence of each generated topic
in that document. Using this capability provided by topic
modeling, this project assesses how the relative prevalence
values of a document provided by a trained topic model can
act as a fingerprint for an amino acid sequence.

II. METHODS

The methodological profile of this project will be discussed
in four stages: Developing a text mining-proteomics analogy
and processing amino acid sequences, constructing and train-
ing a topic model, evaluating the topic model, and using related
enzyme amino acid sequences as test sets to generate example
results.

A. Parsing amino acid sequences

The first step in applying topic modeling to a non-text
dataset is mapping relevant components of text corpora to
components of the dataset in question. In practice, this involves
defining a “document” and a “word” in non-text contexts in
which such elements are not inherently apparent. Because
the topic modeling implementation this project uses abstracts
“words” with numerical identifiers and trains a topic model
using those identifiers, the existence of actual linguistic words
is irrelevant. In this implementation, a sequence of amino acids
is treated as a “document” and subdivided into (overlapping)
n-grams (in practice, trigrams), representing “words.” Ulti-
mately, each sequence is represented as a list of its constituent
trigrams; a sequence of length l will necessarily have a trigram
representation of length l − 2 (and an n-gram representation
of length l − (n− 1)).

The amino acid sequence dataset 1 used by this project
contains sequences of 254,016 unique enzymes across a wide
spectrum of the range of EC classifications [5]. Each amino

1This dataset was provided by Professor Soha Hassoun’s research group at
Tufts University.



acid sequence used for topic model training and testing un-
derwent n-gram parsing using Python to generate the repre-
sentations described above.

B. Constructing and training a topic model

This project uses a latent Dirichlet allocation (LDA) topic
model to sort amino acid trigrams into topics. LDA is a
probabilistic topic modeling method that uses probability
distributions to identify patterns in the co-occurence of words
in documents [2]. This project uses Gensim2, an open-source
Python library providing an implementation of LDA topic
modeling.

First, Gensim’s Dictionary module converts a set of
word-list representations of documents to a numerical abstrac-
tion, building a one-to-one unique word-to-numerical identifier
mapping and representing documents as a list of tuples (n, f),
where n is a unique word’s numerical identifier and f is the
number of times word n occurs in the document. This repre-
sentation of the dataset is expected by Gensim’s LdaModel
module for training. (Remaining consistent with the analogy
described, amino acid n-grams are words and full amino acid
sequences are documents, in practice.)

Next, Gensim’s LdaModel module uses this dataset ab-
straction and one-to-one word-identifier mapping to train a
topic model that sorts observed words into a given number
of topics. The number of topics provided can (and will) be
used as a graduated independent variable in evaluating trained
topic models. Gensim provides an interface to prepare and
initiate topic model training; similar to the use of open-source
machine learning packages (e.g. Scikit-Learn), the actual im-
plementation of the entire training process is performed by
Gensim.

In this project, topic models were built on 10,000 amino
acid sequences of selected enzymes from the dataset.

C. Evaluating the topic model

Using Gensim’s interface, evaluation statistics can be gener-
ated for a trained topic model. Coherence statistics are widely
used in topic modeling to assess the quality of probabilistically
generated topics [4]. The statistics aim to provide a (somewhat
more deterministic) estimate of how often words grouped
within the same topic actually occur in the same document.
One such statistic, UMass coherence, is implemented by Gen-
sim. UMass coherence is a relatively straightforward measure
of coherence, producing a statistic that, given a pair of words
(x, y) in the same topic, represents the ratio between the
number of documents containing both x and y and the number
of documents containing x or y alone, but not both, thus
providing a measure of how often these words truly co-occur.
Gensim provides a method of calculating UMass coherence.

Another metric used to evaluate topic models is log perplex-
ity, a common measure of how well probability distributions
are able to predict given samples. Because LDA topic models
are built on probability distributions, this can also serve as a

2https://radimrehurek.com/gensim/

useful measure of how well a topic model has sorted words
into topics. Gensim also provides a simple method of obtaining
the log perplexity of a trained model.

In this project, 10 topic models with varying topic numbers
(10, 20, 30, ... 100) were trained on the same set of 10,000
parsed amino acid sequences, and each individual model was
evaluated by UMass coherence and log perplexity. Trends in
each of these evaluation statistics were analyzed to determine
an optimal number of topics with which to train a model on
the 10,000-sequence dataset.

D. Testing the topic model
In order to assess the real-world performance of topic mod-

els (beyond the numerical assessments the metrics discussed
above provide), certain generated topic models were provided
with parsed amino acid sequences from EC classifications
not a part of the 10,000 sequences the models were initially
trained on, analogous to “unseen” testing sets used in ma-
chine learning classification problems. These EC classification
groups were 109 oxidoreductase sequences (EC 1.14.12.-
) and 1,569 RNA helicase sequences (EC 3.6.4.13). Using
Gensim’s interface, a trained topic model can be provided
with Gensim-abstracted representations of a document and
produces a vector of values {p1, p2, p3, ...pn}, where n is
the number of topics the model was trained on and pi is the
probability that the document can be described as discussing
topic i, itself a function of the share of words of topic i
among words in the document. For any amino acid sequence
that undergoes the n-gram parsing and Gensim abstraction
processes described in this section, its representation can
be provided to a trained topic model which produces the
sequence’s corresponding topic vector. This topic vector, of
fixed length equal to the number of topics on which the
model is trained, is the end result of the pipeline that this
project describes, and can potentially act as a fingerprint for
amino acid sequences analogous to bit vector representations
of small organic molecules described in the previous section.
Distributions of topics among enzyme amino acid sequences
with strong sequence similarity or shared EC classification can
then be analyzed to assess the level of regularity (and diversity)
of topic distributions within these sequence groups.

Fig. 1. Relationship between number of topics generated and coherence and
perplexity scores of trained topic models.



Fig. 2. Example of 20 topics produced by an amino acid topic model. Note
similarities between amino acid trigrams grouped in the same topic, where
each row is a list of amino acid trigrams in the same topic.

III. RESULTS

This section will present the results of both the evaluation of
trained topic models and the analysis of the topic distributions
of oxidoreductase and RNA helicase sequences.

A. Model evaluation

Generally, trained topic models with varying topic number
parameters performed poorly in terms of UMass coherence
and log perplexity. Within this generally negative performance,
there was a slight but observable inverse correlation between
coherence and perplexity scores and topic number, suggesting
models generating fewer individual topics performed better
as topic models for this dataset. The relationship between
topic number and perplexity and coherence scores is described
in Figure 1. Perplexity, as described in the previous section,
is an evaluation of probability distributions, and as a result
is less useful in this context since Gensim’s implementation
and reported results generally masks the construction and use
of these probability distributions. Coherence is a measure of
how interrelated the constituent words of topics are, which is
more readily comparable with Gensim’s outputs, specifically
the display of topic constituents as shown in Figure 2. The
generally poor UMass coherence metrics of the tested models
(including the 20-topic model whose generated topics are
displayed in Figure 2) was surprising, given the apparent
relationships between amino acid trigrams in the generated
topics; most topics in Figure 2 contain pairs of amino acid
trigrams that could obviously overlap as trigrams in a full
sequence (e.g. “ALL” and “LLG”).

B. Testing on enzyme groups

Testing sequences from the two selected EC classifications
on trained topic models and comparing resulting topic distri-
butions of constituent amino acid sequences resulted in some
variability among topic distributions of same-class sequences,
but certain topics stood out as predominant among sequences
in each group. Figure 3 displays stacked bar graphs of topic

distributions of EC oxidoreductase sequences extracted from
10- and 100-topic models as a comparison of both extremes
of the range topic numbers tested. This analysis shows that
topic distributions extracted from both models show a few
significant topics that occur in the group’s sequences; this is
more significant in the case of the 100-topic model, as the
number of significant topics (as shown by Figure 3b) is sig-
nificantly less than the total topic number of 100. In addition
to intra-EC class topic distribution variation by topic number,
inter-EC class topic distribution variation was analyzed while
keeping the number of generated topics constant. (In practice,
a 20-topic model was used, in order to provide greater topic
specificity while remaining on the better-performing end of
the range of model evaluation results.) Figure 4 compares the
20-topic distributions of 109 oxidoreductase sequences and
1,549 RNA helicase sequences. This figure suggests that the
same set of generated topics dominates among sequences in
both EC classes (which are notably and intentionally different
in function, and by biological reasoning, likely in structure).
However, there are differences in the degree to which these
dominant topics are most prevalent. Topic 1 dominated in
roughly 61% of oxidoreductase sequences but only roughly
30% of RNA helicase sequences, while topic 14 was dominant
in roughly 40% of RNA helicase sequences but only a quarter
of oxidoreductase sequences (Figure 5).

IV. DISCUSSION

These results suggest mixed potential for topic modeling to
enable standardized enzyme (and other amino acid sequence)
fingerprinting, but do demonstrate promising ability of topic
modeling to act as a method of amino acid sequence similarity.

Of greatest concern is the relatively poor performance of
the trained topic models in terms of coherence and perplexity
measures, fairly standard and reliable metrics common in the
world of topic modeling. This performance can be understood
as poor performance of the overall topic model, but they may
also imply that such metrics are not useful when building topic
models on datasets of amino acid sequences as processed and
studied in this project. The low coherence scores generated by
the tested models contrasts with the observable similarity (and
significant potential for overlap in full sequences) of trigrams
composing generated topics as shown in Figure 2.

More promising results were generated by the analysis
of topic distributions of sets of oxidoreductase and RNA
helicase sequences. These sequence sets were chosen due
to their significantly different taxonomic EC designations
and biological functions; accordant to the structure-function
principle in biology, these sets’ constituent sequences may
vary greatly in structure. Figure 3 demonstrates that even with
varying numbers of topics generated, similar subsets of topics
are emphasized in sequences across the oxidoreductase family
studied. Figure 5 shows that while similar subsets of topics
are emphasized across sequences in both the oxidoreductase
and RNA helicase sequence sets (using the same topic model),
there is noticeable variation in the degree to which such topics
are emphasized in members of each sequence set, perhaps



Fig. 3. (a) Topic distributions of 109 oxidoreductase amino acid sequences given by a 10-topic model (top), and (b) topic distributions of the same set of
amino acid sequences given by a 100-topic model (bottom).

reflecting intra-family similarities between oxidoreductase and
RNA helicase sequences that differ between the two enzyme
families. This suggests that the topic model’s generated topics
and topic distributions may be reflecting different amino
acid sequence-level signatures or commonalities shared by
sequences in these two families. In addition, clusters of highly
similar topic distributions are visible in the oxidoreductase dis-
tribution sets in figures 3 and 4, which correlated with highly
similar oxidoreductase sequences in the dataset. These datasets
show promise in this method of topic modeling’s ability to
reflect amino acid sequence similarity, a desired feature and
widely-used application of fingerprinting techniques that have
been developed for small organic molecules.

V. FUTURE WORK

Due to the exploratory nature and scope of this project,
significant future steps can be taken to further develop topic
modeling techniques for (and adjust them to) amino acid

datasets. This project adapted its topic modeling pipeline from
a purely text-mining application; features of text-mining topic
modeling may not be applicable to datasets of amino acid
sequences (e.g. coherence and perplexity evaluation metrics).
In order to assess the validity of the direct analogy established
in this project, further analysis of amino acid datasets should
be conducted. This project’s direct application of text-mining
topic modeling relies on the assumption that co-occurence
patterns between words in natural languages is similar to co-
occurence between small n-grams of amino acids, and that
the role of word co-occurrence in determining the semantic
profile of a whole document is analogous to the role of amino
acid n-grams (and the primary structure of enzymes more
broadly) plays in determining enzyme function. The latter of
these assumptions is especially important to validate when
using a hypothetical amino acid fingerprinting technique to
make inferences about enzyme function. Analysis of patterns
in primary structures of enzymes should be conducted in order



Fig. 4. (a) Topic distributions of 109 oxidoreductase sequences as given by a 20-topic model (top), and (b) topic distributions of 1,569 RNA helicase sequences
as given by the same 20-topic model (bottom).

Fig. 5. Relative share of predominant topics across oxidoreductase and RNA
helicase amino acid sequence datasets.

to answer this question.
If amino acid datasets like the one used in this study are

determined to be suitable for topic modeling, other implemen-
tations of topic modeling. This project uses a specific topic
model construction algorithm (latent Dirichlet allocation) and
an even more specific implementation of this algorithm (as
provided by Gensim). It is possible that other methods of
topic modeling are more applicable to amino acid datasets and
comparative analysis should be conducted in order to identify
possibly better-informative candidate methods. In addition,
this project uses a specific method of subdividing amino acid
sequences. Trigrams could be too-specific units of amino acid
sequences that carry litte “semantic” value, and there may be
more nuanced (non n-gram) methods of subdividing amino
acid sequences into structurally and functionally significant
“words” that could inform a topic model. In a similar vein,
topic modeling applied to natural language datasets usually
preprocesses texts to prune universally-occurring words (in
practice, word classes like pronouns, articles, prepositions,
etc.) that carry little semantic value; collectively, such words



are called “stopwords.” Further research on and analysis of
amino acid sequences could be conducted to identify amino
acid analogs of linguistic stopwords. Pruning stopwords from
datasets serves to make resulting tpic models more semanti-
cally coherent, and a similar approach to amino acid datasets
would result in a more nuanced language-amino acid sequence
analogy and potentially more robust topic model.

Once a sufficiently informative topic model can be de-
veloped for amino acid sequences, many routes of future
work exist beginning with the topic distributions the model
would produce for given sequences. Ultimately, the goal of
an amino acid sequence topic model would be to generate
standard fingerprint representations of sequences in order to
enable efficient and informative profiling and comparison of
the enzymes that the sequences encode. Applications of such
a representation are abundant, including the construction of
fingerprint datasets to enable classification of novel amino acid
sequences (and potential resulting functional characterization)
and the use of fingerprints as feature vectors to construct
machine learning classifiers that can further identify charac-
teristics of and relationships between enzymes3.
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